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Abstract: This paper presents the design and operation principles of a voice-

controlled smart system for intelligent environments. The proposed system integrates 

advanced data acquisition, audio and video signal processing, and decision-making 

modules to achieve effective and contactless control of various electrical and 

electromechanical devices. Through real-time signal analysis and recognition, human 

voice commands and gestures are transformed into precise binary control signals that 

automate the operation of smart buildings or rooms. 
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The continuous evolution of smart technologies has significantly changed the way 

humans interact with machines and surrounding environments. Modern intelligent 

systems aim to create comfortable, adaptive, and energy-efficient spaces by 

incorporating sensor networks, artificial intelligence algorithms, and automation 

technologies. Among these, voice-controlled systems play a vital role in enabling natural 

and intuitive human-machine communication. 

In smart homes, laboratories, hospitals, and industrial facilities, voice-based 

control systems allow users to operate lighting, ventilation, and access systems without 

physical contact. Such systems are particularly beneficial in improving convenience, 

reducing energy consumption, and enhancing safety. The development of a reliable and 

responsive voice control architecture therefore represents a crucial step toward the 

advancement of human-centric automation technologies. This paper discusses the 

architectural design, hardware composition, and operational algorithm of a smart voice-

controlled system. The proposed system demonstrates how analog voice signals can be 

processed, recognized, and converted into binary control codes to activate peripheral 

devices in real time. 

The architectural design of the proposed smart system is illustrated in Fig.1. 

Generally, the system comprises three core modules: data acquisition, signal processing, 

and decision-making units. The human being serves as the primary source of signals, 

while peripheral devices such as microphones, video cameras, motion and proximity 
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sensors, and other auxiliary instruments are strategically placed throughout the 

environment (room or building). 

 
Fig.1. Architectural Diagram of the Smart System 

These devices continuously monitor sounds, speech, gestures, and movements 

generated by the user.  

The collected raw data are transmitted to the audio and video signal-processing 

unit, where operations such as noise reduction, signal isolation, and data adaptation for 

recognition are performed.  

It should be noted that increasing the number of sensors significantly enhances the 

precision and reliability of human activity and sound recognition. After preliminary 

processing, the analyzed data are compared with the reference patterns stored in the 

system’s database [1-3]. 

This database contains predefined voice commands, gestures, and control patterns 

that the system has been trained to identify.  

During comparison, the system determines the most relevant command 

corresponding to the input signal and transmits the resulting information to the 

peripheral control module.  

During transmission, command data are converted into binary form to ensure fast 

and error-free communication.  

The peripheral control system then executes the required action-switching a 

device on or off, for instance-based on the received binary code.  

Hence, a simple human command or gesture is transformed into a precise 

electronic signal capable of controlling smart functions such as lighting, ventilation, or 

automated door mechanisms within an intelligent environment [4-5]. 

The block diagram of the voice-controlled electrical equipment system is shown in 

Fig.2. 
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Fig.2. Schematic of the Voice-Controlled Electrical Device System 

This subsystem consists of three principal components: 

 Four Crown PZM-11LLWRS1 Surface Boundary Microphones — These 

omnidirectional microphones possess high sensitivity, enabling accurate sound capture 

across the room. Using four units allows for effective sound-source localization and 

suppression of background noise. 

 Audio Signal Processing Unit (ASPU) — Serves as the “core” or “brain” of the 

system, performing analysis and recognition of the input voice signals. 

 Peripheral Device Control System (PDCS) — Executes the final command by 

controlling actuators based on the binary code received from the ASPU. 

A suitable implementation of the Audio Signal Processing Unit is the Audiomedia 

III audio card developed by Digidesign. This professional-grade hardware provides 

high-quality real-time processing and rapid execution of recognition algorithms. Key 

features include: 

 Eight integrated Digital Signal Processing (DSP) processors enabling parallel, 

real-time computations; 

 Electronic controllers for sound volume and tempo regulation; 

 Frequency equalizers for noise suppression and speech signal isolation; 

 Stereo control for master channel and sound panorama adjustment; 

 Four independent input controllers for optimizing microphone signals. 

Within this unit, the incoming analog signals from the microphones are digitized 

and converted into a standardized format suitable for further recognition. The system 

efficiently handles large volumes of audio data with minimal latency. When a user 

pronounces a command — such as “turn off the light”— the software identifies the 

corresponding code in the command database.  

This digital identifier, representing the recognized voice input, is then converted 

into a binary control code. 

Once recognition is completed, the generated binary signal is transmitted through 

the data bus to the PDCS, where the actual actuation takes place. The system converts 

complex voice inputs into concise, reliable binary impulses that trigger 

electromechanical devices, such as relays or thyristors.  
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As a result, sophisticated acoustic information from the user is seamlessly 

translated into an exact control signal, ensuring responsive and intelligent operation of 

the smart environment. 

Conclusion: The developed voice-controlled smart system demonstrates the 

effectiveness of integrating audio signal processing, database comparison, and binary 

code generation for intelligent automation.  

By employing high-sensitivity microphones, digital signal processors, and adaptive 

software algorithms, the system ensures real-time recognition and response to user 

commands.  

The proposed architecture can be extended to multi-room environments and 

integrated with IoT-based control systems to enhance functionality, scalability, and 

security.  

In future developments, the inclusion of machine learning techniques will further 

improve recognition accuracy and adaptability to different users and acoustic 

conditions. 
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